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Abstract

Phase distortion in wavefront propagation is one of the key
problems in optical imaging and laser optics applications.
We present a hybrid VLSI and optical system for real-time
adaptive phase distortion compensation. The system oper-
ates “model-free”, independent of the specifics of the dis-
torting optical medium and the compensation control ele-
ments. Our VLSI system implements stochastic parallel per-
turbative gradient descent/ascent so that we achieve fast op-
timization of the chosen performance metric to achieve real-
time compensation. We include experimental results of the
hybrid VLSI-optical system demonstrating successful oper-
ation for a laser-beam focusing/defocusing task.

Introduction
Many optical systems, such as imaging systems or laser
beam communication systems, exhibit degradation due to
phase distortions in the optical wavefront. As an opti-
cal wave propagates through an optically inhomogeneous
medium such as the atmosphere, differences in the index
of refraction along the propagation path cause variations in
the speed of propagation which leads tophase distortions
(aberrations).

The classical problem of compensating phase distor-
tion originates in astronomy. The wave eminates from a
point source (a distant star or planet) and travels through
a phase distorting medium (Earth’s atmosphere). This as-
sumption of a point source is the foundation of the most
widely used adaptive optics control algorithm,phase conju-
gation [1, 2, 3]. A significant problem with phase conjuga-
tion techniques is that phase modulation can not be directly
measured and must be reconstructed from intensity informa-
tion gathered from wavefront sensors.Calculating the phase
requires extensive and time-consuming computations that
prevent real-time phase compensation and significantly in-

crease adaptive system cost and complexity.

There exists an alternative and more general approach
that neither assumes a point source nor requires determin-
ing phase from intensity. In an adaptive system based on
the direct optimization of a system performance metric,
the control algorithm can be made independent of the sys-
tem model (“model-free” or “blind” optimization) [4]. A
schematic illustration of this method for atmospheric imag-
ing systems is shown in Figure 1. The measured scalar qual-
ity metricJ = J(u) is a function of the control parameters
u = fu1; u2; � � � ; uNg of the wavefront corrector. In our
present system, theun are voltages applied to electrodes of
a 127 element liquid crystal spatial light modulator (SLM).
Our system is scalable so that SLM or MEMs devices hav-
ing many more control elements can also be used.

Methods
Among model-free optimization techniques that are in
the literature, stochastic parallel perturbative gradient de-
scent/ascent [5] is perhaps the most promising for adap-
tive optics applications [6, 7]. At worst, we can achieve
a speedup of

p
N over traditional sequential optimization

techniques [8]. The parallel perturbation technique is well-
suited to mixed-mode VLSI implementation [9, 10, 11].

In parallel stochastic optimization, a random ensemble of
perturbations�ui are applied to allN control parameters
simultaneously. The original state of the system is restored
after each perturbation and the parametersui adapt along
the direction of the perturbation vector by an amount pro-
portional to the measured�J and in a direction that de-
scends/ascends the quality metric surface. In the simplest
scenario, the perturbed metric�J is given in terms of the
one-sided perturbations�un as

�J = J (u1 +�u1; u2 +�u2; � � � ; uN +�uN )

�J (u1; u2; � � � ; uN) : (1)
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Figure 1: Block diagram for an adaptive hybrid VLSI-
optical imaging system based on image quality metric opti-
mization using stochastic parallel perturbative gradient de-
scent.

from which, by Taylor series expansion,

�J

�un
�

�J

�un
+

NX

l6=n

�J

�ul
�
�ul

�un
: (2)

When the perturbations�un are random and statistically in-
dependent the second term in Equation (2) reduces in expec-
tation to zero, yielding a good approximation to the true gra-
dient for largeN . This is true when�un are Bernoulli dis-
tributed, of fixed amplitude, but random in sign,�un = ��
[5, 11].

More accurate gradient approximation is obtained with
two-sided perturbations using a differential measurement
under complementary perturbations� 1

2
�un, yielding the

following simplified implementation:

u�n = u(m)
n � ��(m)

n ; 8 n;m
u+n = u(m)

n + ��(m)
n

�un = u+n � u�n = 2��(m)
n (3)

�J = J+ � J�

u(m+1)
n = u(m)

n � 

�J

�un

where the perturbation signals�(m)
n are generated from a

Bernoulli random distribution:

�(m)
n = �1; Pr(�(m)

n = +1) = 0:5; 8 n;m (4)

with uncorrelated statistics across parameters and over time:

E(�(m)
n �(q)p ) = �np �mq; 8 n;m; p; q : (5)

Considering that the pertubation amplitudesj�unj are iden-
tical (2�) for all perturbations, the specification of the up-
date (3) is further simplified:

u(m+1)
n = u(m)

n � 
0�(m)
n �J; (6)

where the constant
0 = 
=2� absorbs both learning rate
and perturbation strengths.

Implementation
A mixed-mode (hybrid analog-digital) VLSI system inter-
faces with a liquid-crystal SLM to control in parallel all 127
elements which adjust the wavefront phase profile. Each
chip controls 19 elements, 7 chips are needed for the 127
element SLM. For a detailed description of the mixed-mode
VLSI architecture and circuits see Edwards et. al. [12]. Fig-
ure 2 shows a micrograph of a single chip fabricated through
the MOSIS foundary service in1:2�m CMOS technology.

Figure 2: Micrograph of the 19 parallel channel mixed-
mode VLSI stochastic gradient descent optical controller,
a 2.2� 2.25 sq. mm chip fabricated in 1.2�m CMOS tech-
nology.

Each of the 19 channels consists of four main parts:

1. an analog memory circuit which maintains each con-
trol parameteru(m)

n

2. a circuit which perturbs the parameter

3. a circuit which adapts the parameter

4. an output driver specific to the application

A feedback shift-register on each chip produces the 19
Bernoulli distributed pseudorandom perturbations in paral-
lel at each iteration step.

On-chip CMOS circuitry performs parallel stochastic per-
turbative gradient descent/ascent of the externally supplied
optimization metricJ , e.g.a direct measure of image/beam
quality. Parallel random perturbations of the parameters
are generated locally, and the resulting differential perfor-
mance measure�J is locally correlated with the perturba-
tions to generate parallel parameter updates, implementing a
random-direction, stochastic approximation version of gra-
dient descent/ascent. Additional on-chip circuitry provides



for liquid-crystal AC modulation and adaptive biasing of the
mean phase of all 127 SLM elements. To set and maintain
the aperture averaged mean phase value during adaptive op-
eration, the control update algorithm is modified to include
an additional penalty term to the metricJ accounting for the
drift of the mean as follows [6, 7]:

u(m+1)
n = u(m)

n � 
0�(m)
n �J � �(u(m) � u0); (7)

where the control parameteru(m) � 1
N

PN

n=1 u
(m)
n corre-

sponds to the aperture averaged phase, andu0 is a reference
voltage withu0 = 2V corresponding to the middle of the
liquid crystal phasevs. voltage characteristic. The quan-
tity u(m) is calculated on-and-across chips using compact
charge-mode circuits.

Our system architecture is hierarchical; a personal com-
puter is used to provide digital timing control signals to
the VLSI system so that the chips can perform the parallel
stochastic gradient descent/ascent on a fast timescale. The
PC is equipped with A/D and D/A cards (Computer Boards
CIO-DAS1602/12 and CIO-DAS08) to measure the perfor-
mance metric and set learning-rate parameters. In this way,
the PC acts as a “watchdog” over the system and can learn
to dynamically adapt the learning-rate parameters based on
measures of the performance metric.

Results
We characterized performance of the VLSI systems using
a simple adaptive laser focusing system shown in Figure 3.
The beam from an Argon laser (� = 514 nm) was expanded
to a diameter of 30 mm and then passed through the HEX-
127 SLM. The optical axis of the SLM was set at an angle
�=4 with respect to the direction of the input beam polariza-
tion. A polarizerP1 was placed after the SLM and in order
to separate the phase-only modulated component of the in-
put wave, the optical axis ofP1 was set parallel to the liq-
uid crystal optical axis. This phase modulated wave passed
through the lensL1 and the beamsplitterBS 1. A small pin-
hole of 25�m diameter was placed in the focal plane of the
lensL1 (with a focal lengthF1 = 14 in.) A photodetector
placed behind the pinhole measured the laser beam power
through the pinhole. The VLSI system used the photodetec-
tor output voltage (filtered with a simple lowpass antialias-
ing filter prior to sampling) as the performance metricJ .
A cameraCCD1 registered the intensity distribution of the
laser beam in the focal plane of the lens. The video image
was displayed on a monitorM1.

The results of adaptive system performance are presented
in Figure 4. The adaptive system was exercised with a re-
peating sequence of performance metric maximization and
minimization. During the first half of the cycle (first 512
steps), the system performed beam quality metric maxi-
mization (
0 > 0), followed by another 512 iterations of
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Figure 3: Schematic of the experimental setup for adaptive
laser beam focusing using the mixed-mode VLSI system,
designated “AdOpt”.

beam quality metric minimization. During the minimization
stage the adaptive system created random phase distortions
resulting in the laser beam focal plane intensity spreading
out.
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Figure 4: Averaged laser beam quality metric during the
sequence of system performance metricJ maximization
(m < 512) and minimization (m > 512). The focal plane
intensity distribution images fromCCD1 correspond to it-
eration stepm = 500 (maximization) and to iteration step
m = 1000 (minimization).

The dependenciesJ(m);m = 1; : : : ; 1024 (adaptation
evolution curves) were averaged over 100 adaptation cy-
cles. The normalized averaged evolution curve (metric val-
ueshJ(m)i) is shown in Figure 4 (a). The normalized stan-
dard deviation of the system performance metric�J (m) and
the standard deviation of the metric perturbation��J (m)
are shown in Figure 4 (b). The normalized standard devia-



tions were calculated using the following expressions:

�J (m) =



(J(m)� hJi)2

� 1
2

hJi
(8)

and

��J (m) =



(�J(m) � h�Ji)2

� 1
2 :

hJi
(9)

The evolution curves in Figure 4 (a) show the existence of
two characteristic phases of the adaptation process: a rel-
atively rapid convergence during first 100 to 150 iterations
followed by a decrease in the convergence rate, a behav-
ior also observed in numerical simulations [7]. The conver-
gence occurs approximately 1.5 times faster for the metric
minimization than for metric maximization (see Figure 4
(a)). This confirms a natural expectation that it is easier to
create phase distortion than compensate for it. The adap-
tation behavior reflects the fact that the number of system
states corresponding to a highly distorted beam (J at lo-
cal minimum) is greater then the number of states corre-
sponding to the (local) maximum; there are more ways to
destroy quality of the beam then correct it. The presence of
noise (laser beam intensity and photocurrent fluctuations)
has more impact on the minimization phase of the adapta-
tion process because the laser beam intensity after the SLM
is low. Both factors—higher noise level and larger num-
ber of local minima of the performance metric—result in a
significantly higher level of the performance metric fluctua-
tions (�J (m) in Figure 4 (b)) for the minimization than for
the maximization process. The value of the standard devia-
tion of the performance metric perturbation (��J(m)) was
approximately 3% of the metric averaged value for the max-
imum hJi and about 7% for the minimumhJi.

Conclusion
We have designed, built and tested a mixed-mode VLSI
system for adaptive wavefront correction using stochastic
parallel perturbative gradient ascent/descent. Although we
have demonstrated its operation for an SLM with 127 ele-
ments, our design allows for expansion by addition of VLSI
modules. The speed of operation of our system is presently
limited by the dynamic response of the SLM (in the msec
range). Our continued research in this area investigates al-
ternative faster SLM technologies including high-speed and
large-scale MEMS, integrated with CMOS circuitry to con-
trol parameters along with the adaptive processing elements.

This is the first demonstration of a VLSI system for adap-
tive phase wavefront correction. Since the implemented op-
timization is model-free and the objective measure can be
arbitrarily specified, the results carry over to a large class
of adaptive optics applications such as on-line corrective re-
mote imaging through a turbulent atmosphere, laser com-
munication through the atmosphere and adaptive focusing

for biomedical applications. Since our parallel architecture
can be scaled to higher resolutions (N � 103 to 106 pa-
rameters) we are in a position to solve some of the most
challenging problems in adaptive optics.
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